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Abstract 

An analysis on modeling the rolling textures in Al alloy by means of mean-field and full-field approaches is presented in 

the current contribution. The mean-field simulations were performed by the Taylor-type homogenization approach, 

called Alamel model, which takes into account a short-range interaction between the grains in a polycrystalline system. 

In order to account for the intra-grain deformation phenomena, the crystal elasto-visco-plastic finite-element model was 

employed. The method of strain path approximation on the quality of texture prediction was likewise discussed. The 

deformation history was calculated with different analytical approaches and a finite element model with isotropic 

mechanical properties, which accounted for various degree of accuracy. It was shown that the analytical approximations 

accoupled with the crystal plasticity model employed are capable of carrying out texture simulations close to the one 

performed with the crystal plasticity model with the deformation history obtained by means of the finite element model. 

Comparison of modelled and experimental textures as well as analysis of qualitative texture indicators suggest that an 

improvement in texture simulation can be achieved by considering heterogeneities of deformation flow across the 

thickness and taking into account the inhomogeneous nature of deformation inside each grain. Copyright © VBRI Press. 
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Introduction 

Thermo-mechanical processing (TMP) of rolled Al 

alloys involves both deformation and recrystallization, 

which are responsible for the evolution of 

microstructure with specific crystallographic texture [1]. 

Varying technological parameters of TMP chain 

accounts for different material’s behavior during deep-

drawing or other applications. Since the influence of 

technological parameters on both microstructure and 

texture is not entirely understood, implementation of 

numerical approaches is of great importance.  

 In Al alloys, subjected to both hot and cold rolling 

and afterward annealed at the temperature which 

induces discontinuous recrystallization, the evolution of 

texture has a specific pattern, characteristic for each 

step of thermo-mechanical processing. For instance, the 

texture components of cold rolled sheets are aligned 

along the  and  fibres [2], whereas the 

recrystallization (RX) texture is mainly characterized 

by the -fibre orientations mixed with the weaker -

fiber components (see Fig. 1 for details). However, the 

hot rolled Al plate reveals both deformation and RX 

texture orientations since this deformation process is 

performed at elevated temperature [1].  

 It should be underlined that texture evolution in 

TMP is a continuous mesoscopic transformation, where 

each step has a great influence on the following one. 

For instance, interrupting the cold rolling by 

intermediate annealing has a strong effect on 

recrystallization texture [3] or materials with different 

hot band texture subjected to identical reduction 

account for diverse final annealing texture [1, 4]. 

Therefore, investigation of texture evolution during 

each step of TMP is of crucial importance. In this view, 

current contribution analyses the crystallographic 

texture changes in an Al alloy from the 6xxx series, 

which was subjected to rolling by means of various 

numerical techniques. 

 To reveal the true nature of mesoscopic 

transformation involved in deformation, both mean-

field and full-field approaches are usually employed. 

The full-field models, such as crystal plasticity finite 

element methods (CPFEM) [5-8] enable investigating 

the behavior of a polycrystalline aggregate at both 

microscopic and macroscopic levels and allow 

examination of deformation flow at distinctive 

deformation rates and temperatures. The CPFEM with 

different crystal plasticity constitutive models [9-11] 
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were successfully employed to simulate the 

deformation behavior of single crystalline materials as 

well as polycrystalline systems. The mean-field 

approximations [12-16], treating the material as a 

continuum at the level of single grain, are effective 

approaches to simulate the behavior of polycrystalline 

systems, where each grain interacts with the 

neighborhood in a predefined way. The above-

mentioned approaches were employed not only for 

predicting the evolution of crystallographic texture 

during deformation, but also for estimation of 

anisotropy of plastic strain ratio [17, 18], which is a 

decisive factor for deep-drawing qualities of Al alloys. 

It was shown that the choice of full-field approximation 

and homogenization technique in the mean-field  

models affects the accuracy of numerical simulations 

[17, 19]. 

 Though numerous attempts have been made to 

simulate the evolution of texture in rolling or other 

TMP step [5-16, 19, 20], often the computation was 

based on a particular crystal plasticity model accoupled 

with one specific approach to approximate the 

deformation history. In this contribution, a concise 

analysis of modeling the rolling texture by both full-

field and mean-field approaches is presented. The major 

aim of this work is to reveal the distinctive features of 

each numerical approach and analyze the quality of 

simulation by comparing the computed texture with the 

experimentally measured counterpart. In addition, the 

implementation of diverse approaches will contribute to 

a better understanding of deformation phenomena 

involved in rolling. The investigation will also help in 

determining an efficient and reasonably accurate 

numerical approach, which can be implemented for 

texture simulation during a cold rolling process. 

 

 
Fig. 1. Main orientations and fibres, observed in materials with face 
centered cubic crystal structure. 

 

Experimental and computational procedure 

Al-Mg-Si aluminum alloy from 6016 series with the 

initial thickness of 1.125 mm was subjected to a single 

pass cold rolling. The fully recrystallized material was 

deformed by the laboratory rolling mill with a roll 

diameter of 129 mm. Prior to rolling and after 17.96% 

thickness reduction, the through-thickness textures were 

measured in both materials by means of electron 

backscattering diffraction (EBSD). The orientation data 

were analyzed by the commercial OIM-TSL-8® 

software.  

 Sample preparation for EBSD examination was 

completed according to the standard procedure 

involving mechanical grinding, mechanical polishing as 

well as electrolytic polishing. The mechanical polishing 

was finished with 1 m diamond paste while the 

electrolytic polishing was conducted for ~1 min at a 

voltage of 18V with A2 Struers® electrolyte, cooled to 

temperatures ranging between -5 and 0°C.  

 In the pre-rolling stage, the texture of the 

investigated material with fully recrystallized 

microstructure was measured at the acceleration voltage 

of 20kV. However, in the deformed material, to avoid 

overlapping of acquired pattern with ones originating 

from the deeper layers, the acquisition of EBSD 

patterns was performed at a comparatively low 

acceleration voltage. Application of 15kV ensured 

appropriate EBSD data acquisition. During EBSD 

measurements, the samples were 70° tilted with respect 

to the EBSD detector. The EBSD mapping was 

performed on a hexagonal scan grid in the plane 

perpendicular to the sample transverse direction (TD-

plane) extending over the entire thickness of the 

investigated sample. For accurate texture evaluation, 

the deformed sample was scanned with a step size of  

1.5 m, while the recrystallized material was 

investigated with the 5 m step.  

 In order to ensure a meaningful comparison 

between the experimentally measured and simulated 

textures, both orientation data were post-processed with 

the MTM-FHM software [21]. In either case, the 

discrete set of orientations was converted to a 

continuous orientation distribution function (ODF). The 

calculated textures are displayed in the 2 = const 

sections. 

 The evolution of cold rolling texture was analyzed 

by means of crystal elasto-visco plasticity finite 

element model (CEVPFEM) as well as a Taylor-type 

homogenization approach called advanced lamel model 

(Alamel) [12]. The texture evolution was simulated by 

taking into account the {111} <110> octahedral slip 

systems. For modeling purposes, the experimentally 

measured texture of pre-rolling stage was converted to a 

continuous ODF and afterward discretized. The 

experimental ODF was transformed into a set of 24000 

equally weighted orientations. 

 In order to calculate the evolution of texture, the 

strain velocity gradients should be provided to the 

crystal plasticity (CP) model employed. First, the 

rolling was approximated by plane strain compression 

(PSC), whereas, with the aim of more accurate 

approximation of strain heterogeneity through the 

thickness, two-dimensional finite element (FEM) 

simulations, flow-line modeling (FLM) [22] and 

calculations by the simple geometric model (SGM) [19] 

were performed. In the SGM, FLM and FEM 

calculations, the material, subjected to deformation, is 

considered as plastic and isotropic. In the finite element 
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modelling, material’s hardening was described with the 

stress-strain curve fitted by piecewise linear segments 

and the rolls were considered as fully rigid objects, 

whereas in both the SGM and FLM the strain hardening 

effect was neglected. The following material 

parameters were used in FEM simulations for isotropic 

aluminum matrix: Young’s Modulus E = 68.9 GPa, 

Poisson’s ratio  = 0.33 and the yield strength y = 80 

MPa. In the SGM, FEM and FLM simulations, the 

strain rate components were calculated for the surface, 

1/5th, 2/5th, 3/5th, 4/5th of the half thickness and mid-

thickness plane. The extracted outputs were used as an 

input for crystal plasticity (Alamel) calculation of 

through-thickness textures.  

 In the full-field CEVPFEM simulations, in total 

23.9×103 grains (crystals) were represented by 106 

elements, while each grain could be represented by up 

to 100 elements to capture the heterogeneous nature of 

deformation within a particular crystal. It should be 

mentioned that generation of virtual microstructure with 

a particular texture is a complex procedure, consisting 

of numerous iteration steps. This process often 

accompanied by a loss of some orientations, since it is 

not always possible to assign a certain number of 

orientations to a predefined number of grains. In the 

current case, 100 orientations out of 24000 were 

vanished during the iterative microstructure generation. 

The orientations in the generated microstructure are 

represented by float numbers (Euler angles) following 

Bunge’s convention. The boundary condition on key 

nodes in the CEVPFEM was PSC. 

 Results obtained by CEVPFEM, PSC-CP,  

FEM-CP, FLM-CP, and SGM-CP simulations were 

compared with the experimentally measured 

counterpart. 

Material’s flow modelling during cold rolling 

Geometrical approaches 

Plane strain compression approximation reflects to a 

large extent the change of material’s shape in rolling 

and owing to a simplicity this analysis is often used in 

texture simulation. In wet rolling (well-lubricated 

surfaces), PSC is justified since the ratio between the 

compressive (L33=-L11) and shear (Lij (ij)) components 

in the strain velocity gradient tensor is great. In this 

approximation, Lij=0 if ij, while |Lij|>0 if i=j, however, 

L22 is assumed to be 0. Here, directions 1, 2 and 3 

correspond to rolling (RD), transverse (TD) and normal 

(ND) directions, respectively. In its simplest form, the 

L11 component is calculated as: 

𝐿11 = 𝜀1̇1 ≈
1

𝛥𝑡
𝑙𝑛 (

ℎ𝑖

ℎ𝑓
)                        (1) 

where hi and hf are the initial and final thickness, and t 

is the time increment.  

 It should be noted that PSC corresponds to a 

simulation with a constant strain rate and rate 

dependent behavior is neglected in the current analysis. 

 Recently, a simple geometric model (SGM) was 

developed [19] for rolling, enabling calculation of strain 

velocity gradient tensor components for various 

thickness layers (p): 

𝐿𝑝 = [
0.5𝜋𝜀1̇1 𝑠𝑖𝑛( 𝜋𝜏) 0 𝑚−1𝜋𝛾̇𝑝 𝑠𝑖𝑛( 2𝜋𝜏)

0 0 0
−𝑚𝜋𝛾̇𝑝 𝑠𝑖𝑛( 2𝜋𝜏) 0 −0.5𝜋𝜀1̇1 𝑠𝑖𝑛( 𝜋𝜏)

]  (2) 

with: 

𝛾̇𝑝 = 𝛾̇ 𝑒𝑥𝑝 (
𝑠−1

𝑠
)                              (3) 

𝛾̇ =
𝛥ℎ

𝛥𝑡(𝑅𝛥ℎ−(0.5𝛥ℎ)2)0.5
                          (4) 

where, R is a roll radius, h = (hi - hf), (01) is a 

ratio of the instantaneous normal strain to its maximum 

value, m is a fitting parameter (m>0), the superscript p 

indicates the position of a given layer with respect to 

the surface of a rolled sheet and s varies between 0 and 

1: s=1 for the surface, whereas in the mid-thickness 

plane s  0. 

 By way of contrast to PSC, the SGM (Eq. 2) 

partially accounts for the effect of roll gap geometry, 

strain heterogeneities across the thickness, whereas m 

reflects the effect of friction. 

FEM 

To account for the deformation flow across the 

thickness, finite element simulations were carried out 

for an isotropic material, by assuming a constant 

Coulomb friction coefficient . In the current FEM 

simulation, which corresponds to the formulation and 

numerical implementation of the von Mises criterion, 

the value of  was slightly exceeding the minimum 

friction coefficient (min) necessary for rolling 

(=1.1min) inasmuch as both sheet and rolls were well-

lubricated. The µmin can be computed by the following 

expression [23]: 

𝜇𝑚𝑖𝑛 =
1

2
√

ℎ𝑓

𝑅

𝑙𝑛(
ℎ𝑖
ℎ𝑓

)+
1

4
√

ℎ𝑖−ℎ𝑓

𝑅

𝑡𝑎𝑛−1 √
ℎ𝑖
ℎ𝑓

−1

                        (5) 

 To simulate the evolution of texture, the 

deformation history in a form of L, for various through-

thickness layers, was fed to the Alamel model.  

 

FLM 

Flow-line models [22, 24, 25] are analytical 

approaches, which are capable of describing the 

deformation flow under given boundary conditions for 

a particular process. In the FLM employed, the detailed 

mathematical description of which is described 

elsewhere [22], a kinematically admissible 

displacement velocity field fulfills the following 

boundary conditions: (a) the entrance and the exit 
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velocity of a rolled sheet is even across the thickness, 

(b) the incompressibility condition is fulfilled at all 

points, (c) material’s flow occurs along the prescribed 

streamlines in the middle and surface of the plate, 

however, a small deviation from the predefined stream-

lines for other layers is allowed, (d) at the surface, the 

velocity field is prescribed by means of model 

parameter , which guarantees a difference between 

velocities of surface and mid-thickness layers and 

might be linked to friction coefficient, (e) the variation 

of the velocity across the thickness is conditioned by 

the n-th power law, (f) the model does not allow any 

displacement in TD, i.e. L22=0. This two-dimensional 

FLM approach allows efficient calculation of velocity 

gradient history, evolved across the thickness of a 

rolled sheet. Results of FLM simulations are compared 

with the ones obtained by the SGM and FEM. 

 

Crystal elasto-visco-plastic finite-element modelling 

The full-field crystal elasto-visco-plastic finite-element 

(CEVPFE) [8] simulation has been implemented for 

texture simulation. This computational approach was 

already employed for both successful prediction of 

residual lattice strain in an IF steel [26] and simulation 

of anisotropic behavior of AA6016 Al alloy [27].  

 In the current crystal elasto-visco-plastic 

constitutive relation, we follow the integration 

procedure described in detail by Gorti and Thomas [8]. 

The deformation gradient F is divided into plastic 

deformation (Fp), the lattice rotation (R*) and the elastic 

stretch Fe: 

F = FeR∗Fp = F∗Fp                           (6) 

 The velocity gradient L corresponding to F is 

calculated as: 

L = ḞF−1 = Ḟ∗F∗−1 + F∗ḞpFp−1F∗−1 = L∗ + Lp       (7) 

 In this model, we set the configuration before and 

after a strain increment as B0 and B, respectively.  

In addition, two intermediate configurations are 

introduced: one is right after Fp
, indicated as B̃, and the 

other one is right after applying R*
, indicated as 𝐁̅. For 

each strain increment, the integration equation is 

written for the intermediate configuration B̃. Therefore, 

for the B̃ -type configuration, the grain orientation 

initially does not rotate and the critical resolved shear 

stress (CRSS) is assumed to be equal to the one 

corresponding to the beginning of current strain 

increment. In this view, we define the LP tensor as 

following: 

𝐋𝒑 = 𝐅∗𝐋̃𝒑𝐅∗−𝟏                             (8) 

Here 𝐋̃𝒑is the velocity gradient corresponding to B̃ and 

it can also be expressed in the following form: 

𝐋̃𝒑 = ∑ 𝛾̇𝛼𝒃̃𝛼⨂𝒏̃𝛼𝑁
𝛼=1    (9) 

where 𝒃̃𝛼  and 𝒏̃𝛼  are the slip direction and slip plane 

normal vectors for the slip system , which runs from 1 

to N. 

 It should be taken into account that: 

𝒃̃𝛼 = 𝒃0
𝛼  𝒏̃𝛼 = 𝒏0

𝛼   (10) 

According to equations 8-10, the Lp can be rewritten as: 

𝐋𝒑 = ∑ 𝛾̇𝛼𝐅∗𝑏̃𝛼⨂𝑛̃𝛼𝐅∗−𝟏𝑁
𝛼=1 = ∑ 𝛾̇𝛼𝒃𝛼⨂𝒏𝛼𝑁

𝛼=1     (11) 

 By employing eqs.7 and 11, the following 

expression is obtained: 

𝐅̇∗ = 𝐋𝐅∗ − 𝐅∗ ∑ 𝛾̇𝛼𝒃̃𝛼⨂𝒏̃𝛼𝑁
𝛼=𝟏            (12) 

where, the slip rate of each slip system adopts the 

visco-plastic law: 

γ̇𝛼 = 𝛾̇0 |
𝜏𝛼

𝜏𝑐
𝛼|

𝑛

                         (13) 

 Equation 12 was implemented to calculate the F* 

tensor for an intermediate configuration B̃, according to 

the procedure given in [8]. The deformation gradient 

F*is a key tensor in the current model, since both the 

second Piola-Kirchoff stress tensor and the Green strain 

tensor are related to it. The former follows the Hooke’s 

law and it is used to calculate the Cauchy stress. On the 

other hand, the small elastic strain assumption, as 

introduced in Ref. [8], was employed in the finite-

element integration procedure. The details of the 

computational algorithm are described elsewhere [28, 

29]. The Voce-type law [30] was implemented to take 

into account the strain hardening phenomena, where the 

evolution of the threshold stress a is correlated to the 

accumulated shear strain  :  

𝜏𝑎 = 𝜏0 + (𝜏1 +  𝜃1)(1 − exp (− 𝜃0/𝜏1))         (14) 

where τ0, θ0, θ1 and (τ0 + τ1) are: the initial threshold 

stress, the initial hardening rate, the asymptotic 

hardening rate and the back-extrapolated threshold 

stress, respectively. 

 In the current CP simulations, the following Voce 

parameters were used: τ0 = 26.6MPa, τ1 = 31.5MPa,  

θ0 = 27.5 MPa, θ1 = 0.1 MPa. 

 To approximate the PSC, the following boundary 

conditions were imposed in the CEVPFEM: the 

velocity in the TD of all nodes in outside surface  

in the two TD planes are set to zero; the velocities in 

ND of all nodes in the bottom are likewise set zero;  

the velocity in the ND of all nodes in the top  

surface are enforced to meet the PSC. The velocity in 

the RD of all nodes in the outside surface of one end of 

the model (a symmetry plane assumed in the model) is 

set to zero.  

Results and discussion 

Evolution of the crystallographic texture through the 

thickness of the investigated material is shown in  

Fig. 2a and Fig. 2b. Preceding the deformation, the 

ODF consists of components such as a strong cube 

({100}<001>) and weakly developed Goss 

({110}<001>), which are characteristic for the fully 
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recrystallized state. After 18% rolling, the 

recrystallization texture (Fig. 2a) transforms to the new 

one (Fig. 2b), composed of -fibre orientations [2] and 

retained RX texture components. Fig. 2b shows that the 

intensity of the cube texture has not declined 

significantly, pointing towards the stability of this 

orientation in rolling. The simulation of texture 

evolution, presented in Fig. 2c, was performed for 

seven equally distanced layers (from the surface to mid-

thickness) with characteristic pre-rolling texture for 

each separate layer. The average through-thickness 

texture was calculated by merging the individual ODFs. 

The simulation of texture evolution presented in Fig. 2c 

was performed by the Alamel model, wherein a 

homogeneous PSC condition was assumed. In this 

calculation, both the role of the roll gap geometry and 

corresponding strain heterogeneity across the thickness 

are neglected. The ODF of Fig. 2d was calculated by 

the CEVPFEM, and here the strain heterogeneity 

through the thickness is totally up to the microstructure 

and texture heterogeneity. The PSC boundary condition 

provides reasonable texture prediction in either case, 

however, some quantitative discrepancies can be 

observed between the modelled and experimental 

counterparts. The accuracy of particular texture 

simulation can be estimated by the texture index 

difference TID, observed between the experimental 

fexp(g) and simulated fsim(g) ODFs, which tends to rise 

with the increase of differences between the compared 

ODFs: 

𝑇𝐼𝐷 = ∫[𝑓𝑒𝑥𝑝(𝑔) − 𝑓𝑠𝑖𝑚(𝑔)]
2

𝑑𝑔               (15) 

 Comparison of texture quantitative indicators 

(TIDs), calculated for Figs. 2c and d, tends to enhance 

the advantage of the full-field modelling over the  

mean-field approach. The Alamel model provides the 

TID of 0.12, whereas the CEVPFEM employed  

ensures a two-times lower value (TID=0.06). The 

principal difference between the two approaches is that 

in the Taylor-type homogenization approaches such as 

the Alamel model, the grain prior and after the 

deformation remains a single crystal with no in-grain 

orientation spread, while crystal plasticity finite 

element models serve to produce a pronounced 

misoriented structures within each grain, as it is  

shown in Fig. 3. Additionally, the CEVPFEM accounts 

for all grain-interaction ranges. The modelled 

microstructure of Fig. 3 is fully versed in the wide 

range of experimental evidences and, therefore,  

better represents the nature of a deformed state.  

The main advantage of the mean-field approach 

employed (Alamel) is that the texture simulation  

can be completed within a time-frame of several 

minutes (on a personal computer (PC) with 16 GB of 

RAM memory and CPU running at a frequency of  

2.6 GHz with a single thread), while crystal plasticity 

full-field computation of 18% reduction requires a 

couple of days (on the PC with 512 GB of RAM 

memory and CPU running at a frequency of 2.6 GHz 

with 156 threads). 

         (a)               (b)                 (c)                  (d)   

Fig. 2. Texture evolution in the investigated material: a) ODF prior to 

rolling; b) experimentally measured deformation texture; c) modeled 

texture with the Alamel model, assuming plane strain compression, 

TID=0.12; d) result of CEVPFEM calculation, assuming PSC, 
TID=0.06.  

 

Fig. 3. Evolution of microstructure, as predicted by the CEVPFEM 

employed. Prior to deformation, all grains were perfect crystals. The 

color in the model is decoded by the ND inverse pole figure as 
normally used for the EBSD data representation. 
 

 In order to account for the effect of friction in 

rolling, which induces deformation heterogeneity 

through the thickness of a sheet, the strain history for 

crystal plasticity simulations was calculated by the 

SGM, FLM and FEM, respectively. Since the 

implementation of continuously changing strain path in 

CEVPFEM is intricate and the computation is time 

demanding, this approach was excluded from further 

texture simulations. Feeding the deformation history, 

computed by various approaches, to the CP model 

employed (Alamel) gives rise to reasonably accurate 

texture simulations. Results of texture prediction by 

combining Alamel model with the SGM, FEM and 

FLM are presented in Fig. 4. The quality of texture 

simulation, expressed in term of TID, has significantly 

improved, compared to the case when rolling was 

approximated by PSC (see Fig. 2 and Fig. 4). 

Independently of the strain mode approximation 

employed, the calculated ODF textures manifest low 

TIDs: TID (SGM) = 0.06, TID (FEM) = 0.07 and TID 
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(FLM) = 0.06. The common feature of all models 

employed for strain path calculation is that all these 

approaches account for both strain path change during 

the deformation and strain mode heterogeneity across 

the thickness.  

 
            (a)                       (b)                       (c) 

Fig. 4. Texture evolution in the investigated material modelled 

texture with the Alamel model: a) the deformation history is 

calculated by the SGM (equation 2), TID=0.06; b) stain path is 
calculated by FEM, TID=0.07; c) stain mode is computed by the 

FLM, TID=0.06.  

  
(a)                                        (b) 

 
Fig. 5. Distortion of initially rectangular elements across the half-

thickness after 18% reduction, as predicted by various models: a) 

simple geometric model (the fitting parameter m=3.2); b) FEM 

(=0.032); c) FLM. The fitting parameters (a and c) and friction 

coefficient used (b) are displayed on the corresponding figures. 

 

 Fig. 5 shows the distortion of initially rectangular 

elements across the half-thickness calculated by the 

approaches employed. The heterogeneity of 

displacement fields across the thickness is partially 

taken into account in the SGM (equation 2), wherein 

the balance between the geometric and friction-induced 

shear components is ensured by the fitting parameter m. 

The approximate value of m might be computed as m = 

100µmin (Eq.5), however, in the current simulation the 

value of m was set to 3.2 (m = 110µmin), implying that 

rolling was performed with µ, which slightly exceeds 

the friction coefficient (µmin), which is necessary for 

rolling (µ = 1.1µmin). Although the grid distortions 

produced by the SGM (Fig.5a) and PSC (where the 

contribution of both shear and strain heterogeneity are 

neglected) are identical, the strain paths in these 

approximations follow diverse evolutionary patterns 

and therefore the simulated textures reveal quantitative 

differences (see Figs. 2c and 4a). The deformation 

patterns calculated by the FEM and FLM are shown in 

Fig. 5b and Fig. 5c, respectively. In the FLM used, a 

combination of model parameters ( and n) was set as 

to resemble the deformation pattern of Fig. 5b, 

calculated by FEM with µ = 1.1µmin = 0.032. The 

correlation between the , n and friction coefficient is 

not straight forward, however, the dependence of the 

FLM model parameters over the  might be determined 

for a given rolling mill, by performing series of FEM 

simulations with different µ and fitting the , n in the 

FLM to ensure the minimal deviation between the 

corresponding patterns. For instance, Fig. 6 shows the 

correlation between the fitting parameters ( and n) and 

friction coefficient for various straining levels, 

accomplished with the rolling mill with a roll diameter 

of 129 mm. The model parameters  = 0.034 and n = 

0.849 tend to produce a deformation pattern, 

comparable to one computed by FEM with  = 0.0435. 

Analyzing the texture quantitative indicators obtained 

(Fig. 4), it turned out that computationally efficient 

analytical approaches (SGM or FLM) combined with 

the Alamel model can provide texture calculation as 

accurate as one obtained with the deformation history 

calculated by means of FEM.  
 

 

 
Fig. 6. Correlation between fitting parameters ( and n), employed in 

FLM, and friction coefficient . 

(c) 
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 Fig. 7 reveals the distribution of both 

experimentally measured and simulated orientation 

intensities along the ,  and – fibres. Both , and  

– fibres are shown in Fig. 1, whereas the reference 

components of the -fiber can be computed by [2]: 

{ℎ, 1, ℎ + 1} ⟨
ℎ(ℎ+1)

3/4−ℎ
,

2ℎ(ℎ+1)

1/2−ℎ
,

ℎ2

ℎ−3/4
+

2ℎ

ℎ−1/2
⟩     (16) 

 Substituting various values of h to equation 16 

provides a spectrum of orientations along the -fiber: 

for h = 1 - {112}111, for h = 1.5 - {325}10 15 12, 

for h = 2 - {213}9 15 11, for h = 3 - {314}5 9 6 and 

when h becomes infinitely large the formula reproduces 

{101}121 component. 
 

 
Fig. 7. Distribution of orientation intensities along texture fibres:  

(a) – fibre, 2=90° and =90°; (b) –fibre; (c) –fibre, 2=45° and 

=0°. In the mean-field simulations, the strain path for the crystal 
plasticity code employed (Alamel) was approximated by various 

models, such as PSC, SGM, FEM and FLM (see text for details).  

In the CEVPFEM, the imposed boundary condition for the key nodes 
was PSC. 

 Analyzing the distribution of orientation intensities 

in Figs. 7 a-c, it can be noticed that independently of 

the strain history approximation (PSC, SGM, FEM or 

FLM), implementation of the Alamel model provides a 

qualitatively reasonable texture prediction. In the case 

of mean-field modelling, PSC seems to be less 

successful in term of TID as compared to the SGM, 

FEM or FLM, which reveal comparable evolutionary 

patterns. Combination of PSC with the Alamel model 

produces sharper textures with respect to the 

experimental one since this strain mode neglects the 

strain heterogeneity across the thickness and this 

scenario does not seem to be actual during real 

deformation. Even though PSC disregards many 

phenomena involved in rolling, significant 

improvement in texture prediction is observed when the 

CEVPFEM is employed. In the case of CEVPFEM, the 

improvement of quality of simulation is attributed to the 

capability of the full-field model in capturing the 

microstructure heterogeneity through the thickness even 

if the PSC is assumed. It should be underlined that the 

PSC boundary condition is imposed on the key nodes 

and the deformation of other nodes are determined by 

the microstructure heterogeneity and the grain 

interactions. Results of orientation distribution 

presented in Figs. 7 a-c enhance the importance of (i) 

strain heterogeneity through the thickness and (ii) 

inhomogeneous deformation on a single grain level in 

texture simulation. 

 

Conclusions 

In the case when rolling is approximated by plane strain 

compression, comparison of texture quantitative 

indicators clearly shows the advantage of full-field 

modelling over the implementation of mean-field 

approach. The improvement is achieved because the 

through-thickness heterogeneity can be captured by the 

full-field model even if the PSC boundary condition is 

imposed on the key nodes. Crystal plasticity finite 

element model is capable of revealing pronounced 

misoriented structures within each grain, which is 

typically observed in the rolled polycrystalline 

aggregate.  

 Employing analytical models, which take into 

account heterogeneity of strain evolution across the 

thickness of a rolled sheet, tends to improve the quality 

of texture simulations performed by means of mean-

field models. Results of texture calculations 

demonstrate that both a simple geometric approach and 

the flow line model employed in combination with the 

CP model, which considers grain-to-grain interaction, is 

capable of providing texture prediction comparable to 

one simulated with the strain path obtained from the 

finite element model.  

 Results of simulations suggest that significant 

improvement in texture simulations can be achieved by 

considering heterogeneous deformation flow through 

the thickness of a rolled sheet as well as heterogeneous 

nature of deformation on a single grain level.  

(a) 

(b) 

(c) 



Research Article 2019, 10(9), 643-650 Advanced Materials Letters 

 

Copyright © VBRI Press 650 

 It is reasonable to consider the practical 

implementation of analytical approaches since they 

ensure computationally efficient and quantitatively 

accurate texture prediction. 
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